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Abstract—Today the Large Language Model profoundly affects
the way we work in all walks of life, as well as the way we
teach in the field of education. In this paper, we focus on the
Large Language Model we designed for composition educa-
tion in elementary school language. We focus on the accurate
understanding of Chinese vocabulary and the adaptation of
language vocabulary and language structures for the domain
of elementary school students, which is currently missing in
mainstream LLMs. At the same time, we also pay attention
to the current educational concerns about the misuse of the
LLM, and target the sensitive questioning designed about the
direct generation of composition answers. In the process, we
collected datasets related to composition tutoring in elementary
school language and generated multiple rounds of student-teacher
dialogues using ChatGPT-3.5. We obtained a more ideal large-
scale language model for essay tutoring in elementary school
language by using different datasets and different data input
methods.

I. INTRODUCTION

A. Background

AI technologies have begun permeating people’s daily lives
and illuminating various domains, including education. previ-
ously showed that in recent years in particular, the integration
of AI has surfaced as a promising educational instrument,
and its swift maturation has popularized its application in
pedagogy[1] . The rapid incorporation of AI into education
portends a future where technology is seamlessly embedded
to elevate instruction, assessment, and learning outcomes.

For elementary school pupils, large language models (LLM)
serves principally to furnish real-time feedback on grammar,
spelling, punctuation, and sentence structure when applied to
composition writing. In addition, AI can tender suggestions

to expand vocabulary and diversify sentence patterns, encour-
aging students to articulate themselves more creatively and
deep-going. Previously showed that like ’OpineBot’ demon-
strates, the use of LLM in education, especially in motivating
students to think more deeply as well as engage in teaching
and learning, has shown its transformative potential[2]. In
this manner, LLM becomes a supportive partner in nurturing
critical thinking and organizational skills from an early age
[3].

B. Research Objectives

Our research strives to harness Large Language
Model(LLM) techniques to aid young learners in honing
their writing abilities. By scrutinizing patterns and structures
within written texts, AI systems can furnish valuable
feedback, direction, and personalized support throughout
the writing process.The incorporation of LLM into Chinese
composition instruction for elementary school pupils serves
several crucial purposes, each contributing to augmenting the
learning experience and outcomes for budding students:

1. Enhanced Writing Skills and Creative Expression: Model
helps students improve their writing skills by giving them
writing methods and sample sentences, and our library of
sample sentences from extracurricular books enhances stu-
dents’ reading literacy. AI-generated prompts and suggestions
can stimulate students’ creativity while encouraging them to
explore diverse writing styles and approaches.

2. Vocabulary Expansion: Modeling can give students expla-
nations of words that are more appropriate for their language
level. The model can provide four-letter words suitable for use
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in compositions based on the topic of the composition and give
example sentences

3. Reduced Teacher Workload: By automating aspects of
the grading workflow, AI can aid educators by lightening their
workload, allowing greater focus on individualized instruction
and engagement with learners .[3]

4. Data-Driven Insights: The data generated by AI on stu-
dents’ writing patterns and advancement can proffer valuable
insights to educators, assisting them in identifying trends, areas
warranting attention, and strategies to enhance instruction.

In conclusion, the incorporation of artificial intelligence
into composition writing instruction for elementary school
pupils constitutes a revolutionary step forward in pedagogy.
A recent study exploring the impact of AI-mediated language
instruction has demonstrated notable enhancements in English
learning achievement, second language motivation, and the
application of self-regulated learning strategies among learners
[4].

C. Challenges

However, integrating artificial intelligence into Chinese
composition instruction for elementary school students is
fraught with challenges. Firstly, as a language boasting a
long-standing history and rich cultural legacy, Chinese’s lin-
guistic complexity arising from its vast lexicon and fluid
language evolution poses formidable difficulties for AI fine-
tuning. At the same time, it is important to ensure that the
large-scale model consistently uses vocabulary and sentence
patterns that elementary school students can understand and
accept. Guiding its communication to match the cognitive and
linguistic levels of younger students is critical to ensuring
effective tutoring. In elementary writing pedagogy, composi-
tion quality assessment is not quantifiable, unlike mathematical
calculations or multiple-choice questions with absolute correct
solutions[5]. Finally, we need to be aware of the LLM abuses
when providing Chinese writing tutoring to elementary school
students, such as students generating complete essays to com-
plete assignments and cheating on tests. We need to design
special datasets to prevent this during the model fine-tuning
phase. [6]

II. CONSTRUCTION OF DATASETS

A. Data Sources and Selection Criteria

Table below is the raw data sets.
There are extensive studies on personalization for dialogue

agents [7][8][9]. Due to limited real conversational data,
researchers have explored constructing data by asking crowd-
workers to write dialogues for specific personas [9] and by
extracting user Attributes [10].

Data set name sizes
excellent essays 3.9 MB
textbook 473 KB
Chinese four-character words
(manually annotated)

7.148MB

sentences extracted from essays
(manually annotated

188KB

The texts were derived from public databases, four-character
words were partially excerpted from the Xinhua Dictionary
public repository, and model texts were gathered from online
resources.We design python scripts to automatically generate
multiple rounds of teacher-student conversations using the
Chatgpt API.

As our study concentrates on the particular application
domain of Chinese composition for elementary school pupils,
meticulous dataset design and curation tailored to this scenario
was imperative [11]. The selection criteria encompassed five
principal dimensions:

1. ”Textbook-quality” data was prioritized as much as
possible to ensure high corpus integrity, as research confirms
that improving data quality can dramatically transform model
scaling laws, permitting leaner architectures to achieve parity
with large-scale models [12].

2. Chinese data selection: As the bedrock for the Chi-
nese composition tutoring tool, we first cherry-picked sources
boasting copious high-quality Chinese texts. These data en-
compass diverse literary genres and styles, empowering com-
prehensive language mastery.

3. Chinese lexicon enrichment: Considering the complex-
ity of four-character idioms in Chinese, we supplemented
dedicated interpretive data for these expressions. This subset
enables nuanced understanding and dexterous use of Chinese
vocabulary, especially less common four-character phrases
outside typical corpora.

4. Enhancing elementary writing competency modeling:
To guide content generation aligning with elementary essay
expectations and standards, we judiciously selected exemplary
student compositions and incorporated them into the dataset.
Additionally, we manually pinpointed superlative sentences
within model essays and manually annotated their salient
attributes including, but not limited to, syntactic variety, rhetor-
ical techniques, and emotional affect. This granular labeling
aims to accurately capture styles and conventions specific to
elementary writing.

5. Tailoring for composition tutoring: To optimize alignment
with student questioning styles and contexts, we generated
simulated elementary-level writing tutoring dialogues using
ChatGPT covering diverse questions and difficulties budding
authors may face around idea, rhetoric, syntax, etc. Ingesting
these conversations aims to adapt the model for more fluid,
natural communication befitting young learners’ discourse
patterns.

B. Data Preprocessing
Almost all knowledge in large language models is learned

during pretraining, and only limited instruction tuning data
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Fig. 1. Data Preprocessing

is necessary to teach models to produce high quality output
[13]. We have carefully designed data preprocessing and
cleaning strategies to accommodate the special needs of
Chinese elementary school composition tutoring. In detail,
the SUPER-NATURALINSTRUCTIONS [14] dataset we con-
structed not only labeled [15] four-character idioms through
instruction-based questions and answers but also incorporates
a selection of essays rated as exemplary by human evaluators
in educational settings as training data. All of these efforts
are aimed at facilitating the model’s better understanding of
Chinese language and semantics, thus enabling it to adapt
more effectively to our task. Figure 1 shows our data collection
and data processing process. The main steps include:

1.Manual Screening and Annotation Understanding Four-
character Idioms: We manually selected a large number of
such idioms. We briefly labeled the meaning and typical usage
scenarios of each idiom to enrich the understanding of the
model.

2.Generation of Instruction Library: Customized instruction
library for different data characteristics: We have designed a
library of instructions corresponding to different data charac-
teristics. These instructions are added to each piece of data in
a randomly selected manner, enhancing the model’s ability to
understand and utilize the information.

3.Integration of Human Conversation with Chatgpt: Provide
Targeted Coaching Based on Chat history: To facilitate more
contextually aware responses from the model, we add histor-
ical information to the data. This layer of information allows
the model to respond more accurately based on contextual
history, thus providing more targeted and consistent coaching.

4.Data cleaning: We used manual data screening and set up
a whitelist of elementary school vocabulary for data cleansing.

5.Data Enhancement: Collect the text data according to its
nature for classification processing. At the same time, we
also do the work related to data enhancement. We change the
form of questions and map the related questions to the same
answer, so as to enhance the robustness of the model. Splitting
the composition into different parts corresponding to different
instruction.

C. Characteristics Analysis and Evaluation

In order to ensure that our dataset not only meets the needs
of Chinese composition tutoring in elementary school, but also
combines scientific validity, usability and diversity, we have

conducted an in-depth characterization and comprehensive
evaluation

1.Data Composition Data type: All data are in text format.
2.Data Diversity and Representatives Geographical diver-

sity: The excellent essays come from different regions of
China, reflecting the characteristics of elementary school es-
says from different parts of China. Stylistic diversity: The
dataset includes a variety of topics and styles, such as scenic
writing and narrative writing.

3.Data Quality and Cleaning Quality control: Data quality
is ensured through manual review. Data cleaning: Remove
duplicates and standardize the format.

4.Data Balancing and Bias Category Balance: The data set
is balanced by selecting articles from different grade levels.

5.Data Enhancement and Expansion Data Enhancement:
Enhance the data by using more forms of instruction. Through
this analysis, we can see that the dataset is not only rich
and diverse, covering a wide range of geographies and styles,
but also ensures quality through manual vetting and cleaning,
and improves the applicability and utility of the data through
targeted selection and enhancement.

III. TARGETED FINE-TUNING STRATEGIES FOR MODELS

During the fine-tuning process, we primarily focus on three
aspects related to the issues discussed in this paper: model
selection , fine-tuning strategy and training parameters.

We use LoRA for fine-tuning the Baichuan-7B Base model
[16, 17, 18], using its own tokenizer. The Baichuan model
is an open-source model specifically designed for Chinese
processing tasks, utilizing a large amount of Chinese corpus
as pre-training data. The domain-specific datasets generate
51,792 tokens. We chose LoRA methods because they enable
efficient fine-tuning with low resource consumption. We set
the training to 3 epochs and added LoRA layers to W back
and o proj. This approach allows us to adapt the model
efficiently to specialized tasks without significantly increasing
its complexity.

Also, we experimented with learning rates of 4e-5 and 5e-
5, achieving the best results with a learning rate of 5e-5. The
total training time on a single RTX 3090 was approximately
54 hours.

IV. EXPERIMENTAL RESULTS AND IN-DEPTH
MEASUREMENT

A. Overview of Main Experimental Results

On the ”Baichuan-7B” model, we have fine-tuned it to get 7
versions of the model. Through these models, we have realized
the following key effects:

1. Introducing the quality content of model texts: In the
process of essay counseling, the model can quote the beautiful
words and phrases in the model texts, which can improve
students’ writing ability and reflect their reading literacy.

2. Application and explanation of four-letter words: In the
tutoring process, the model can recommend four-letter words
that can be used in compositions for students. When students
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Fig. 2. Cultural Context Understanding

ask for explanations of these words, the model can provide
appropriate responses.

3. Refusal to generate complete essays: To ensure that
students do not unreasonably rely on the model, our model
refuses to generate complete essays during the tutoring pro-
cess.

4. Guided tutoring: The model guides students to ask
in-depth questions about essay topics, provides answers to
specific queries, and ultimately helps them understand how
to write essays.

5. Motivational Tone of Tutoring: The model adopts an
encouraging and motivational tone of voice during the tutoring
process, which helps to enhance students’ positive attitudes
and willingness to participate.

6.High data quality: our targeted dataset with 51,000 tokens
produces results that are more prominent in this area than the
official, much larger dataset of Baichuan-7B.

B. Quantitative and Qualitative Analysis

In order to assess in depth the differences and performance
of the models before and after the fine-tuning, we focused
on the following five areas of comparative assessment: cul-
tural background comprehension, vocabulary comprehension,
writing guidance, text use, and stylistic correctness. To better
illustrate the effect of fine-tune, the essays in the following
examples were generated before we had asked the model to
reject the student’s request to generate a full essay.

1.Cultural Context Understanding
Before fine-tuning, although the base model can associate

the Qingming Festival with grave-sweeping, it has a shallow
understanding of the emotional tone behind the culture of
Qingming, and thus words such as ”laughter” are not in line
with the cultural context. After specific fine-tuning, the model
can accurately grasp the emotional tone, which are in line with
the Chinese culture.

2.Explanation of words
In terms of word interpretation, the Baichuan-7B Base

model before fine-tuning often used advanced or literary
vocabulary, which was difficult for primary school students
to understand. The fine-tuned model favors the use of basic
vocabulary, which is more adapted to the cognitive level of
primary school students and helps them to accurately grasp
the meanings of words.

3.Essay Writing Guidance

Fig. 3. Explanation of words

Fig. 4. Utilization of Texts

The fine-tuned model possesses a more instructive nature,
effectively refusing to generate complete essays for students
and instead providing sample sentences for reference, an
ability that was lacking in the Baichuan-7B.

4.Utilization of Texts
For the question of correlation with the text, the model

before fine-tuning was difficult to provide students with writ-
ing guidance that correlated with the text due to the lack of
relevant data support. However, after fine-tuning, the model
was able to establish a better correlation with the content of
the text and provide students with targeted suggestions and
guidance.

5.Stylistically Correct
In terms of understanding the different genres, the

Baichuan-7B Base model did not have a good grasp of the
characteristics and requirements of ”narrative”, resulting in an
output that was biased towards a prose style. The fine-tuned
model, on the other hand, was able to accurately recognize
and write according to the criteria of ”narrative”.

In fig6, we show the results of the performance of the differ-
ent models in the composition assessment. By using chatgpt-4
as the evaluation method, we are able to objectively compare
the composition skills of each model. As can be seen in fig6,

Fig. 5. Stylistically Correct
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Fig. 6. Scores for Each Model

our model, although slightly weaker than chatgpt-3.5 in terms
of overall scores, significantly outperforms Baichuan-7B Base.
After a series of targeted fine-tuning, our model’s performance
is significantly improved, demonstrating the potential and
space for advancement of our model on specific tasks. These
results not only affirm our current research direction, but also
provide a valuable reference for future model optimization.

C. Comparative Study with Existing Methods

The language used in our modeling tutorials is more in line
with the vocabulary level of elementary school students and
the structure of the utterances is simpler than that of the exist-
ing comprehensive large language models. The corresponding
essay tutorials are more in line with the material and teaching
requirements of elementary school students. However, our
model needs to be fine-tuned for a broader body of knowledge
by adding more data sets.

V. DISCUSSION

A. Limitations and Challenges

However, distinguishing AI-generated text from human
writing has emerged as a pressing challenge amid AI and NLP
advances. Studies demonstrate the persisting difficulty of accu-
rate detection, underscoring prudent oversight for educational
applications. To ensure ethical, efficacious writing assistant
models, output must be confined solely to guided support.
Concurrently, the paucity of comprehensive Chinese corpora
for AI training poses hurdles for robust model development.
Technically, this study exclusively implemented one fine-
tuning approach on selected datasets. While valuable initial
insight was gained, focusing on a sole technique restricts com-
prehensive elucidation of comparative optimization pathways.
Future work should investigate an array of fine-tuning methods
using diverse datasets to elucidate their relative strengths and
shortcomings for Chinese writing tutor models.

B. Suggestions for Future Research and Educational Practices

We should explore a more comprehensive and multi-
dimensional evaluation method for Chinese composition, in-
cluding content intention, cultural adaptation and emotional

expression, in order to more accurately measure students’
writing ability. At the same time, we should establish a
good interaction model between AI, teachers and students,
and use AI as an assistant rather that a substitute for teach-
ers.Developing students’ AI literacy, cue engineering skills,
and critical thinking is essential to navigating the complexities
of integrating AI into education and ensuring its ethical and
effective use in education[19]. There is also a need to examine
the ethical issues and social implications of AI in composition
education to ensure that its use in education is ethical and
responsible.

VI. CONCLUSION

A. Summary Review

Our model is more targeted than existing comprehensive
models, and we designed a dataset for Chinese elementary
school composition for this purpose. Our dataset is much
smaller in size compared to the dataset of the comprehensive
model, but for this vertical, our model tutoring is more
applicable to elementary school students, and the output of
the composition and tutoring content is more in line with
the requirements of elementary school students’ compositions,
which shows that the quality of our dataset is very high, and
in this attempt to the product, we can see that a more targeted
and high quality dataset is also available. The positive effect
is much better than the positive effect of simply increasing the
amount of data.

B. Main Contributions and Innovations

The main contributions of this research are providing a
new dataset of Chinese primary school students’ Chinese
composition essays, filling the gap in this field’s data, and
laying the foundation for future related research. We collected
and compiled essays from students of different grades, and
this dataset has been publicly released for researchers to use
in studies on composition teaching, automatic essay scoring,
etc.

The primary innovation of this research is using large lan-
guage models to automatically generate multi-turn dialogues
and train the models with them. We designed a dialogue
process to simulate students’ thinking, and created student-
teacher dialogues by chatGPT-3.5 reflecting the composition
teaching process. Based on these dialogues, we fine-tune a
Transformer-based model, which can proactively ask about
students’ ideas and provide proper writing guidance to facili-
tate their thinking and language organization. This innovation
provides valuable references for developing AI writing tutors
for Chinese composition.

We are trying to build an evaluation system for Chinese
elementary school compositions that is applicable to large
language models, and to use the existing evaluation system
to evaluate our trained models.

C. Future Work

Moving forward, several high-potential areas exist to fur-
ther advance our AI writing assistant. Firstly, expanding our
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datasets will also enable ongoing fine-tuning to boost perfor-
mance, especially for less common writing forms. The prompt-
ing approach will be iteratively refined based on testing to
determine optimal techniques for resonating with and engaging
young elementary school users. Next, the prompting approach
will be iteratively refined based on testing to determine optimal
techniques for resonating with and engaging young elementary
school users. Critically, real-world classroom trials are planned
to garner indispensable feedback from students and instructors
that will empower refinements tailored to genuine educational
needs.Secondly, the abuse of LLM has attracted the attention
of relevant researchers. We can see that different scholars have
provided different solutions such as ”CodeAid” [20]. We will
continue to improve and fix the abuse of LLM to avoid directly
generating complete essays, and encourage active learning.

In summary, through multifaceted technical development
and human-centered research, we aim to responsibly create
an language model capable of providing personalized, inter-
active scaffolds to advance Chinese writing proficiency and
appreciation among young learners.
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H. Sauzéon, and P.-Y. Oudeyer, “GPT-3-driven pedagog-
ical agents to train children’s curious question-asking
skills,” International Journal of Artificial Intelligence in
Education, jun 2023.

[4] L. Wei, “Artificial intelligence in language instruction:
impact on english learning achievement, l2 motivation,
and self-regulated learning,” Frontiers in Psychology,
vol. 14, 2023.

[5] J. P. Bernius, S. Krusche, and B. Bruegge, “Machine
learning based feedback on textual student answers in
large courses,” Computers and Education: Artificial In-
telligence, vol. 3, p. 100081, 2022.

[6] e. a. Dwivedi, ““so what if chatgpt wrote it?” multidis-
ciplinary perspectives on opportunities, challenges and
implications of generative conversational ai for research,
practice and policy,” International Journal of Information
Management, vol. 71, 03 2023.

[7] S. Zhang, E. Dinan, J. Urbanek, A. Szlam, D. Kiela, and
J. Weston, “Personalizing dialogue agents: I have a dog,
do you have pets too?,” 2018.
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