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Abstract—Most topic detection research focuses on cross-
language information processing in languages with abundant
resources, such as English-Chinese and English-German, while
there are also some studies that focus on low-resource languages,
for instance, Vietnamese-Chinese and Tibetan-Chinese cross-
lingual topic detection. However, there is a scarcity of research
on Mongolian-Chinese cross-lingual topic detection, mainly due
to the scarcity of Mongolian language data and the limitations
of traditional topic detection in Mongolian text representation,
clustering, and topic representation. Therefore, this paper pro-
poses a Mongolian-Chinese cross-lingual topic detection method
based on knowledge distillation. First, the knowledge distillation
method is utilized to integrate Mongolian-Chinese cross-language
semantics, enabling Mongolian news to be mapped into the
Chinese semantic space with rich semantics through a pre-trained
Chinese language model. Then, during the fine-tuning process of
the original model, a Parameter Efficient Fine Tuning (PEFT)
module is added to prevent catastrophic forgetting of the pre-
trained language model. Finally, a density-based hierarchical
clustering algorithm is used to cluster the news texts. The
experimental results show that the proposed method using the
RoBERTa-WWM pre-trained model combined with the density-
based hierarchical clustering algorithm has improved at least 6
percentage points in the F1 score and 2 percentage points in topic
coherence evaluation metrics compared to other baseline models.
Furthermore, after adding the PEFT module, the model has
improved at least 4 percentage points in F1 score, 3 percentage
points in topic coherence, and 3 percentage points in topic
diversity, respectively. The experiments prove that this method
can effectively improve the accuracy of Mongolian-Chinese cross-
lingual topic detection.

Index Terms—Mongolian-Chinese topic detection, pre-trained
language model, knowledge distillation

I. INTRODUCTION

Topic detection technology provides the discovery of new
information and focuses on specific hot topics through the
detection and tracking of targeted topics [1]. Through steps
such as data collection, preprocessing, relevance analysis, and
hot topic tracking, relevant content is automatically clustered,
and the development of news events is tracked, providing
users with the trajectory and trends of event evolution. Current
research on topic detection primarily focuses on the monolin-
gual domain and has resulted in three mainstream research
methods: methods based on topic models, text feature cluster-
ing, and pre-trained language models. Cross Language Topic

Detect and Track (CLTDT) involves clustering analysis of
news reports in different languages to discover and summarize
related topics. Currently, CLTDT methods are mainly divided
into two categories: translation-based methods and utilizing
bilingual dictionaries or parallel corpora to train bilingual word
embeddings. Parameter Efficient Fine Tuning (PEFT) is a fine-
tuning strategy for large pre-trained models, aiming to adapt
the model to the needs of specific tasks or domains through
a small number of training steps while preserving most of
the parameters. Knowledge distillation techniques can transfer
the knowledge from a complex neural network model to a
smaller, more lightweight neural network model, enhancing
the model’s generalization and robustness.

The research on Mongolian-Chinese cross-language topic
detection helps public opinion regulatory departments
promptly obtain special and sensitive hot topics from vast
amounts of Internet data, enabling effective supervision, dy-
namic tracking, and result analysis of these topics. How-
ever, Mongolian-Chinese cross-language topic detection faces
some challenges. First, the scarcity of Mongolian data means
that there is a limited amount of Mongolian language data
for training and evaluation, which has a certain impact on
the model performance and generalization ability. Second,
Mongolian-Chinese cross-language topic detection needs to
address language differences, as Mongolian and Chinese have
significant differences in grammar, vocabulary, and semantics,
increasing the complexity of text representation and similarity
calculation. Additionally, imbalanced data distribution and
translation alignment are also challenges that need to be
overcome. To address the aforementioned issues, this paper
proposes a Mongolian-Chinese cross-language topic detection
method based on knowledge distillation. First, a pre-trained se-
mantic encoder is fine-tuned using Mongolian-Chinese parallel
corpora through knowledge distillation, enabling the encoder
to integrate cross-language semantic information and map
the semantic encodings of Mongolian and Chinese into the
same semantic space, thus improving the semantic encoding
capabilities for both languages. Then, to better preserve the
original model’s semantic representation ability for Chinese
and enable the model to have cross-language semantic fusion
capabilities, a PEFT module is introduced into the student
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model. Finally, the Hierarchical Density-Based Spatial Clus-
tering of Applications with Noise (HDBSCAN) algorithm is
utilized to perform clustering operations on news texts.

The main contributions of this paper are as follows :
1.To address the issue of traditional topic detection methods

struggling to extract semantic information from Mongolian-
Chinese cross-lingual news texts due to the scarcity of Mon-
golian language data, this paper proposes a knowledge distilla-
tion approach that integrates Mongolian-Chinese cross-lingual
semantics. This allows Mongolian news to be mapped into the
rich semantic space of Chinese through Chinese pre-trained
language models, enhancing the performance of Mongolian-
Chinese cross-lingual topic detection.

2.To address the issue of catastrophic forgetting during the
fine-tuning process, we introduce the PEFT module. By freez-
ing the parameters outside the PEFT module, we ensure that
the pre-trained language model retains its original semantic
representation capabilities while enhancing training efficiency.

3.To address the issue of traditional clustering algorithms
like k-means requiring a predefined number of categories,
this paper introduces the HDBSCAN algorithm for topic
clustering. The algorithm not only does not require specifying
the number of clusters beforehand but also has the advantages
of being insensitive to noise, being suitable for data with multi-
density distributions, and having low computational complex-
ity. It is more suitable for the current distribution of Mongolian
news data.

4.Experiments have demonstrated that the model achieved
improvements over other baseline models on various evalua-
tion metrics.

II. RELATED WORK
A. Topic detection

The Topic Model is a special kind of Probabilistic Graphical
Model. It plays a pivotal role in topic detection, whose
primary objective is to identify and extract the core issues
or themes within a text. By mining the distribution of topics
in documents, the Topic Model provides an effective tool for
topic detection.

The most widely used topic detection methods currently are
mostly based on the Latent Dirichlet Allocation (LDA) topic
model [2] or its improved models [3]. LDA is an unsupervised
machine learning technique that can be used to identify
potential hidden topic information in large-scale document
collections or corpora. This method assumes that each word
is drawn from an underlying, latent, hidden topic. LDA relies
on the Bag of Words (BOW) assumption, representing text as
an unordered collection of words while ignoring word order
and contextual information. Due to the inherent limitations of
the BOW model, these methods tend to perform better when
processing long texts but relatively worse when dealing with
short texts. Yan et al. [4] proposed the Biterm Topic Model
(BTM), which is an improvement on the LDA model. BTM
leverages word co-occurrence relations to enrich phrases, thus
alleviating the sparsity issue of short texts. This model has
achieved a certain improvement in the topic detection effect for

short texts. However, the detection performance of the model
is poor when text features are too sparse or there is noise and
polysemy.

The topic detection method based on text feature clustering
divides multiple news texts into different clusters through
clustering, assuming that the texts in each cluster express the
same topic. Sayyadi et al. [5] proposed the Key Graph topic
detection model based on keyword co-occurrence. This model
argues that keywords in a document have a greater ability
to represent the topic to which the document belongs and
assumes that frequently co-occurring keywords in a document
tend to describe the same topic. Therefore, the model first
extracts keywords from each document and constructs a graph
based on the co-occurrence frequency of keywords in a win-
dow within the corpus. The nodes in this graph are keywords,
and the weights on the edges represent the co-occurrence
strength, measured by Pointwise Mutual Information (PMI).
Subsequently, the GN community detection algorithm [6] is
applied to this graph, and the resulting communities are con-
sidered topics. Finally, the TF-IDF (Term Frequency-Inverse
Document Frequency) algorithm is used to represent the topic
and document vectors, and documents are assigned to the
closest topic category based on the cosine distance between
the vectors.

In recent years, pre-trained language models have gradually
been applied to topic detection technology. Asgari-Chenaghlu
et al. [7] proposed the TopicBERT model, which combines
BERT (Bidirectional Encoder Representations from Trans-
formers), graph strategies, and a multi-modal entity recognizer,
for topic detection in social media. Asgari-Chenaghlu et al.
[8] also experimented with using the Transformer structure
to encode tweets, calculating text similarity based on the
text encoding, and inputting the results into the K-means
algorithm for clustering to extract topics related to the COVID-
19 pandemic from Twitter tweets.

B. Cross language topic detect and track

Current research on CLTDT mainly relies on methods such
as machine translation, bilingual dictionary translation, and
bilingual parallel corpora. The core challenge of CLTDT lies
in accurately determining the textual relevance of two news
reports in a multilingual environment. This challenge involves
the representation of news report texts and the computation of
their similarity.

Leek et al. [9] adopted the method of machine translation
to translate texts in different languages into the same language
for computation. Yang et al. [10] utilized a probabilistic
topic model to extract topic words from texts and calculated
the similarity of topic distributions across different language
texts by translating the topic words for clustering. While the
machine translation method has achieved certain results, its
performance in CLTDT models declines significantly in low-
resource language scenarios due to limitations in translation
accuracy.

Mathieu et al. [11] and Pouliquen et al. [12] proposed using
bilingual dictionary translation instead of machine translation,
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translating the words in news texts through Chinese-English
dictionary translation, and comparing the similarity of Chinese
and English news texts based on the correspondence of named
entities (such as people, places, and organizations). This ap-
proach significantly improved the system’s detection accuracy.
Chang et al. [13] utilized Wikipedia to construct a bilingual
dictionary and mined co-occurring topics under Chinese and
English news events. Mimno et al. [14] proposed to establish
connections between cross-language texts by leveraging the
hypothesis that the topic distributions of comparable multi-
lingual corpora are similar, thus achieving research on cross-
language topic tasks. Hao et al. [15] introduced the concepts
of hard links and soft links into traditional probabilistic topic
models and established bilingual connections through parallel
aligned documents and bilingual dictionaries to achieve topic
clustering tasks. Hong et al. [16] established alignment rela-
tionships between news elements based on the unique features
of news, using a bilingual dictionary, and clustered news texts
through graph clustering, achieving good clustering results.
All these methods effectively address the issue of bilingual
language differences. While bilingual dictionaries excel at
improving cross-language word semantic alignment, they are
limited by the size of the dictionary. In low-resource language
scenarios, it is difficult for bilingual dictionaries to match all
the feature words in news, and they cannot solve issues such
as polysemy.

Inspired by this, an increasing number of researchers have
begun to explore the use of deep neural networks for CLTDT
methods. Bianchi et al. [17] employed a multilingual word em-
bedding approach, training a multilingual BERT, and utilizing
a variational auto-encoder to fuse the multilingual BERT to
predict the topics of multilingual news articles. This effectively
addressed the cross-language language difference issue. The
above methods can achieve good results when there are
sufficient data resources, such as those between Chinese and
English. However, in the case of scarce Mongolian-Chinese
data resources, due to the sparsity of parallel corpora, it is
difficult to construct bilingual dictionaries and train bilingual
word embeddings, making it challenging to integrate Mongo-
lian and Chinese news texts into the same semantic space.

III. MONGOLIAN-CHINESE CROSS-LANGUAGE TOPIC
DETECTION BASED ON KNOWLEDGE DISTILLATION

This paper first utilizes the knowledge distillation method to
integrate Mongolian-Chinese cross-lingual semantics, enabling
Mongolian news to be mapped into a rich Chinese semantic
space through a pre-trained Chinese language model. Then, the
PEFT module is introduced into the student model to preserve
the original model’s semantic representation capabilities for
Chinese, thereby enabling the model to possess cross-lingual
semantic fusion capabilities. Finally, HDBSCAN is utilized to
achieve topic detection for Mongolian and Chinese news. The
overall structure is illustrated in Figure 1.

Due to the scarcity of Mongolian corpus resources, which
cannot directly support the training of large-scale language
models, and the ineffectiveness of topic detection based on

Fig. 1. Overall structure of Mongolian-Chinese cross-language topic detec-
tion.

topic models and text features in a multilingual environment,
this paper first improves the training structure of knowledge
distillation by fine-tuning a Chinese pre-trained language
model to achieve better Mongolian semantic representation
capabilities. As show in Figure 2, unlike the traditional knowl-
edge distillation training process, this paper adopts the same
Chinese pre-trained language model as the foundation for
both the student model and the teacher model. While the
teacher model encodes Chinese, the student model encodes
Mongolian, ensuring that the student model can integrate
Mongolian semantic expression capabilities into the vector
space of Chinese semantic representation.

Fig. 2. Improved knowledge distillation.

To preserve the Chinese semantic representation capabilities
of the pre-trained language model, a cross-language
knowledge distillation training task is proposed based on the
improved knowledge distillation training. The aims to enable
the model to learn Mongolian semantic representation while
maintaining its Chinese semantic representation capabilities.
As shown in Figure 3.

Fig. 3. Cross-language knowledge distillation.

The teacher model M is a pre-trained language model
RoBERTa-WWM, which maps one or more Chinese
sentences into a dense vector space. Using Mongolian-
Chinese parallel corpora {(s1, t1) , ..., (sn, tn)} to train the
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student model M̂ ,the goal is to make M̂ (si) → M (si)
while also M̂ (si) → M (ti) . The trained student model
will possess the capabilities of a multilingual encoder and be
able to learn richer semantic information. The loss function
for a given mini-batch of model training is similar to MSEloss.

L =
1

|B|
∑

j∈B

[(
M (sj)− M̂ (sj)

)2

+
(
M (tj)− M̂ (sj)

)2
]

(1)

By minimizing the loss function, the model parameters are
adjusted to gradually learn the appropriate parameter configu-
ration, enabling the learning model to encode Mongolian into
a high-dimensional space corresponding to Chinese semantics.
Furthermore, the knowledge distillation process helps the
model better capture the semantic relationship between Mon-
golian and Chinese, enabling the model to more accurately
understand and represent topic information across different
languages in cross-language topic detection tasks. By encoding
Mongolian into a high-dimensional space corresponding to
Chinese semantics, the model can more effectively process
cross-language data and improve the accuracy and generaliza-
tion ability of topic detection. The advantage of this approach
lies in its ability to overcome the challenges posed by linguistic
differences and data scarcity.

The pre-trained language model used in this paper is
RoBERTa-WWM, which is utilized to build a Mongolian
semantic encoder with strong semantic understanding capa-
bilities. Through fine-tuning the pre-trained language model,
it can effectively capture the deep information contained in
Mongolian texts. In the fourth part of this paper, it is compared
with several Chinese pre-trained language models trained on
large-scale Chinese data, testing the influence of pre-trained
language models on cross-language topic detection.

Addressing the linguistic differences between Mongolian
and Chinese, the PEFT module is introduced into the student
model based on an improved knowledge distillation training
structure, aiming to better preserve the original model’s seman-
tic representation capability for Chinese and thus enabling the
model to possess cross-lingual semantic fusion capabilities.

The HDBSCAN clustering algorithm has significant advan-
tages in topic detection. Firstly, it can automatically discover
the cluster structure present in the data without needing to
specify the number of clusters beforehand, making it more
flexible. Secondly, HDBSCAN can effectively handle noisy
data and outliers, improving the accuracy of topic detection.
In addition, by adjusting parameters such as the minimum
number of samples and density threshold, the tightness of
clusters can be flexibly controlled, enhancing adaptability to
data with different densities. Finally, the HDBSCAN algorithm
is highly robust and efficient, capable of processing large-scale
datasets and completing clustering tasks in a relatively short
time, making it suitable for the need to quickly process a
large amount of news data and identify topics. Combining
the dynamic and diverse characteristics of news data with the
advantages of the HDBSCAN algorithm, this paper utilizes
the HDBSCAN algorithm to perform clustering operations on

news texts.

IV. EXPERIMENTS

A. Data

The dataset used in the experimental section of this paper
is the 118,502 sentence pairs of Mongolian-Chinese paral-
lel corpus after deduplication and correction from CWMT.
These corpora cover a wide range of categories, including
politics, economy, culture, entertainment, and more. Among
the parallel corpora, 80% is used for knowledge distillation
training, while the remaining 20% serves as a validation set
to evaluate the model during training.The core processing
target for Mongolian-Chinese cross-language topic detection
is news data. Therefore, a Mongolian-Chinese cross-language
news corpus was constructed using web crawlers, including
978 Mongolian news articles and 1,132 Chinese news articles.
Other news statistics are shown in Table I.

TABLE I
STATISTICS OF NEWS CORPUS INFORMATION

Mongolian Chinese
Corpus Size 10.4MB 12.6MB

Number of Texts 978 1132
Total Word Count 296875 575823

Number of Unique Words 22217 9782
Average Number of Words per Text 303.5 508.7

B. Baseline and evaluation indicators

Baseline.
• The Improved Chinese-English Latent Dirichlet Allo-

cation model (ICE-LDA) [18]: This model utilizes the
Bi-LDA probabilistic topic model to derive the topics
of news articles. These topics are then vectorized and
mapped into the same semantic space through translation.

• Cross-Language Text Clustering Algorithm based on La-
tent Semantic Analysis (CLTC-LSA) [19]: This algorithm
employs latent semantic analysis to extract feature words
from news articles. It then utilizes the correlation of these
feature words to construct a Mongolian-Chinese bilingual
semantic space, enabling clustering of Mongolian and
Chinese news texts.

• The Generalized Vector Space Model (GVSM) [16]: This
model utilizes the alignment of Mongolian and Chinese
news entities and the co-occurrence relationship in the
context to calculate the similarity between elements based
on bipartite graphs, thereby clustering the texts.

• Cross-Language Neural Topic Model (CL-NTM) [20]:
This model trains neural topic models based on vari-
ational autoencoders for Chinese and Mongolian sepa-
rately, obtaining monolingual abstract representations of
topics. Then, it leverages a small-scale parallel corpus
to map bilingual topics into the same semantic space.
Finally, it uses the K-means method to cluster the bilin-
gual topic representations, thus discovering topics within
clusters of news events.
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Evaluation indicators.
The main experimental metrics in this paper are Macro-F1

(denoted as F1), topic coherence, and topic diversity.
• Macro-F1:It is typically used as an experimental metric

to evaluate the clustering results of baseline models,
encompassing Macro-Precision and Macro-Recall . The
specific definitions are as follows:

P =
1

K

K∑

i=1

TPi

TPi+ FPi
(2)

R =
1

K

K∑

i=1

TPi

TPi + FNi
(3)

F1 =
2× P ×R

P +R
(4)

Where TPi represents the number of documents correctly
classified into the i-th cluster, the number of correctly
clustered documents; FPi represents the number of doc-
uments wrongly classified into the i-th cluster; FNi

represents the number of documents belonging to the i-th
cluster but wrongly classified into other clusters; F1 is an
overall evaluation of the clustering performance across all
clusters.

• The Topic Coherence: The evaluation metric [21] aims
to assess whether a topic model can generate semanti-
cally consistent and easily understandable topics. This
coherence measure has been proven to simulate human
judgment with reasonable performance [22]. The metric
ranges from [-1, 1], where 1 represents perfect coher-
ence. The method commonly used to evaluate the topic
coherence of a baseline model is Normalized Pointwise
Mutual Information (NPMI) .

• The Topic Diversity [23]: The percentage of unique words
within the first 25 words of all topics. This metric ranges
from [0, 1], where 0 represents a redundant topic and 1
indicates a more diversified topic.

C. Parameter settings

Model parameter settings
During the knowledge distillation training process, the num-

ber of iterations was set to num epoch=100, batch size =
32, num warmup steps=1000. The model was evaluated on
the validation set every 1000 steps. RoBERTa-WWM was
used as the pre-trained model, which consists of 12 layers
of Transformer-Encoder and outputs 768-dimensional text
vectors. The maximum text length was set to 512, the learning
rate was set to 5E-5, the number of training epochs was set
to 10, the similarity threshold was set to 0.88, and the time
decay factor was set to 1E-7.

Baseline model parameter settings
• For the ICE-LDA model, the number of clustering topics

K is set to 20, the prior parameter a is set to 0.5, the prior
parameter b is set to 0.01, and the number of sampling
iterations is set to 1000. The translation interface adopted
in this paper is the Youdao online translation interface.

• For the CLTC-LSA model, this paper refers to the original
model parameter settings and, considering the relatively
small number of topics in the current dataset, sets the
number of clustering topics K to 20, retaining 15 feature
words for each text.

• For the GVSM model, based on the conclusions of the
original paper, this paper specifies the parameters as α =
0.5, β = 0.3, γ = 0.2.

• For the CL-NMT model, the word embedding dimension
in the variational autoencoder is set to 300, the topic
vector is set to 20 dimensions, the training batch size
is set to 100, Adam is used as the optimization function,
the learning rate is set to 0.002, gradient clipping is used
to prevent gradient explosion, and the input BOW model
is normalized. The K value in K-means clustering is set
to 20.

D. Experiment results and analysis

As shown in Table II, RoBERTa-WWM, as a pre-trained
language model, scores higher compared to other models,
as RoBERTa pre-training tasks are more relevant to the
topic detection task. HDBSCAN significantly improves topic
consistency and diversity while ensuring sufficient accuracy
in clustering. Through experimental analysis, it has been
found that pre-trained language models can map news into
a high-dimensional vector space, where the distribution of
news samples is more suitable for the HDBSCAN clustering
algorithm.

TABLE II
COMPARISON OF TOPIC DETECTION PERFORMANCE ACROSS DIFFERENT

MODULES

Pre-trained Language Model Clustering Algorithm F1 NPMI Diversity
K-means 0.733 0.128 0.657

ALBERT DBSCAN 0.779 0.141 0.712
HDBSCAN 0.786 0.154 0.802

K-means 0.749 0.121 0.840
MacBERT DBSCAN 0.791 0.149 0.722

HDBSCAN 0.803 0.165 0.850
K-means 0.755 0.130 0.675

RoBERTa-WWM DBSCAN 0.782 0.153 0.732
HDBSCAN 0.805 0.170 0.854

The results of the comparison experiment with baseline
models are shown in Table III. The CLTC-LSA method among
the following models is a non-probabilistic topic model. It
mainly measures the similarity between news texts by calcu-
lating the semantic similarity between words, thus perform-
ing document clustering. However, in the Mongolian-Chinese
cross-language topic detection task, due to poor translation
quality, CLTC-LSA is unable to accurately calculate the simi-
larity between Chinese and Mongolian words, resulting in poor
alignment of the Mongolian semantic space, which further
affects the topic detection effect. In contrast, the topic detec-
tion effect of ICE-LDA outperforms CLTC-LSA, as ICE-LDA
employs a probabilistic topic model that can better extract
topics from news texts. However, ICE-LDA’s approach relies
on translated news topic keywords to establish bilingual con-
nections, which is also heavily influenced by the performance
of translation tools under low-resource Chinese-Vietnamese
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conditions, resulting in poor cross-language topic detection
results. Regarding the clustering effect of the GVSM (EUB)
method, it depends on the number of annotated news entities
and is only suitable for clustering texts, failing to adequately
express the core topics of such texts. In contrast, the CL-NMT
method also utilizes pre-trained language models, resulting
in relatively satisfactory performance. However, the method
proposed in this paper adopts pre-trained language models
combined with knowledge distillation, successfully integrating
Mongolian-Chinese cross-language semantics, thereby achiev-
ing better clustering results and being less affected by the
scarcity of Mongolian-Chinese resources.

TABLE III
THE COMPARATIVE EXPERIMENTAL RESULTS OF CROSS-LINGUAL TOPIC

DETECTION BETWEEN MONGOLIAN AND CHINESE USING DIFFERENT
METHODS

model F1 NPMI Diversity
ICE-LDA 0.632 0.023 0.512

CLTC-LSA 0.598 0.023 0.608
GVSM 0.634 0.041 0.714

CL-NMT 0.716 0.052 0.793
Based on the PEFT method 0.759 0.055 0.832

V. CONCLUSION

Due to the scarcity of Mongolian-Chinese parallel corpora,
there is no corresponding pre-trained language model avail-
able, and there is also a dearth of research on Mongolian-
Chinese cross-language topic detection. Moreover, traditional
topic detection methods have certain limitations in Mongo-
lian. Therefore, this article first improves upon traditional
knowledge distillation and further proposes an improved
cross-language knowledge distillation method. Secondly, a
parameter-efficient fine-tuning method is introduced into the
model, which can not only allow the model to retain the ability
to represent Chinese semantics but also prevent catastrophic
forgetting of the model. Finally, a density-based hierarchical
clustering algorithm is used to cluster news texts. Experimental
results show that the method proposed in this article can indeed
effectively improve the accuracy of Mongolian-Chinese cross-
language topic detection.
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